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1. Introduction

X-ray computed tomography (CT) is often an effective imaging technique for assessing therapy response. In clinical practice, qualitative impressions based on nothing more than visual inspection of the images are frequently sufficient for making some clinical management decisions. Quantification becomes helpful when tumor masses change slowly over the course of illness. Many investigators have suggested that quantifying whole tumor volumes could solve many of the limitations of RECIST’s current dependence of uni-dimensional diameters on axial slices, and have a major impact on patient management.
,
 A few studies have shown that volumetry has value.
 However, technical problems have delayed its adoption.
 Historically, substantial amounts of effort were required. Some reports about the precision
,
,
 and accuracy
 of measurement have led to concerns about the risks of confusing variability with medically meaningful changes. 

QIBA
 has constructed a systematic "process map"
 for eventually qualifying volumetry as a biomarker of response to treatments for a variety of medical conditions, including lung disease. Several trials are now underway to provide a head-to-head comparison between volumetry and RECIST in multi-site, multi-scanner-vendor settings. The QIBA Profile is expected to provide specifications that may be adopted by users as well as equipment developers to meet targeted levels of accuracy and clinical performance in identified settings, both as a correlation to clinical outcomes as well as a comparison to the accepted measure of uni-dimensional diameters.

One approach to encouraging innovation that has proven productive in many fields is for an organization to announce and administer a public “challenge” whereby a problem statement is given and solutions are solicited from interested parties that “compete” for how well they address the problem statement.  The development of image processing algorithms has benefitted from this approach with many organized activities from a number of groups.  Some of these groups are organized by industry (e.g., Medical Image Computing and Computer Assisted Intervention or MICCAI
), academia (e.g., at Cornell University
), or government agencies (e.g., NIST
).  This workflow is intended to support such challenges.

It is important to note that one of the reasons for doing this is to meet the need that a biomarker is defined in part by the “class” of tests available for it.  That is, it is not defined by a single test or candidate implementation but rather by an aggregated understanding of potentially several such tests.  As such, it is necessary through this or other means to organize activities to determine how the class performs, irrespective of any candidate that purports to be a member of the class.  As such, this workflow is related to the “Compliance / Proficiency Testing of Candidate Implementations” workflow and it may be that an organization such as NIST can both host challenges as well as serve in the trusted broker role using common infrastructure for these separate but related functions.
In summary, 3A is motivated by the following:

· Changes in nodules volume is important for diagnosis, therapy planning, therapy response evaluation

· Measuring volume changes requires high accuracy in measurement of absolute volume

· Ground truth has to be exactly measured. This is not the case by data annotation (inter- and intra-observer variability)

· Volumes of synthetic nodules are measured (high accuracy)

· Therefore it make sense to use such data (as ground truth) in order to calculate accuracy measurement of algorithms

· The study results could be combined with the QIBA 1A and 1B Group work. This combination will improve the QIBA volumetric CT Profile development.
· We will proceed to add reference clinical data sets, e.g., from Volcano, LIDC and other studies, moving forward.
1.1. Purpose & Scope

The primary and first aim of the study is to estimate inter- and intra-algorithm variability by the volume estimation of synthetic nodules from CT scans of an anthropomorphic phantom (according to the work of the QIBA 1A Group. An inter-algorithm study, in the same way QIBA has been working on inter-reader, inter-scanner, and inter-site.  We will also connect it to the analysis section of QIBA Profile.  The aim of the study is not a challenge to know who provides the best image analysis algorithm.  Rather, the aim of the study is to gain knowledge for the QIBA Profile and to provide a context in which multiple parties have incentives to participate, while avoiding competition and supporting cooperation with a conjoint approach.

Algorithm Classification:

· An automatic segmentation algorithm does not require any user intervention.

· A semi- automatic algorithm needs minimal amount of input from user, e.g., a seed 
point to initialize the segmentation. 

· An interactive algorithm requires manual editing of the final results. 

1.2. Investigators, Collaborators, and Acknowledgements 
Participants will include developers from academia, non-profit organizations, and industrial vendors (for example possible vendors, according to the Volcano 2009 challenge could be: Siemens, Phipps, MeVis, Kitware, Definiens, volumetry CAD etc…

2. Definitions

· Uncertainty: The parameter associated with a measurement that characterizes the dispersion of results for a measured value. It is composed of two components:

· Accuracy, sometimes referred to as bias—the degree of agreement between the measured value of a quantity and its “true” value.

· Precision, sometimes referred to as variance—the degree of agreement between measured values obtained through replicate measurements under specified measurement conditions (e.g., repeatability or reproducibility conditions).



Figure 4: Accuracy indicates proximity of measurement results to the true value, precision to the repeatability or reproducibility of the measurement

· Reliability: The ability to produce the same value in replicate measurements. It can be quantified as a correlation coefficients (corresponding to signal to noise ratios). 
· Repeatability—the degree of agreement between replicate measurements of a quantity under identical conditions. 

· Reproducibility—the degree of agreement between replicate measurements of a quantity under specified changed conditions (e.g., variations in injected dosage, time between injection and imaging, etc.). 

· Validity: Ability of the test to accurately measure the truth. It may be quantified as a correlation coefficients (corresponding to signal to noise ratios). 

· Variability: The dispersion of measurement results. It is influenced by both statistical differences and measurement bias.  

· Variance—the expected, or mean value, of the square of the deviation of the mean from a series of statistical measurements.

· Bias—the result of external influences that may affect the accuracy of a series of statistical measurements.
3. Study Design
Study objectives (in priority order):

1. Results on phantom data, e.g., accuracy and variability, on scans of an anthropomorphic phantom (according to the work of the QIBA 1A Group.
 (see Dr. Petrick‘s paper, SPIE 2011)

2. (longer term) Results on clinical data, e.g., minimum detectable change and reproducibility

3. (longer term) Effectiveness:

a. MICCAI-like evaluations

b. Usability or workflow-effectiveness evaluations (e.g., how many corrections, how fast the algorithm ran (time), etc.
Scope:

4. (pilot phase) Participant-supervised reads (they are able to train and otherwise prepare readers for the optimal use of the algorithm, as well as have full access to the study data sets and results).
5. (longer term, out of scope for the pilot) Trusted broker scenarios:

a. Sequester data and have a black-box wrapped full automated algorithm produce results;

b. Support impartial readers to use participant-defined interfaces to their algorithms (allowing whatever training they recommend beforehand but otherwise not have access to the raw imagery prior to the test).

The QIBA Profile is used to establish targeted levels of performance with means for formal data selection that allows a batch process to be run on data test by a trusted broker that is requested by commercial entities that wish to obtain a certificate of compliance (formal) or simply an assessment of proficiency as measured with respect to the Profile.

3.1. Participant Procedure

The following outlines the procedure to be taken by participants:
· Download and read the 3A Challenge Protocol as posted to the 3A Wiki.

· Download the 3A Challenge data as described in the Protocol.  This data will be inclusive of a defined development set and a test set.  Once the development set is used by the algorithm to do any parameter tuning, these tuning parameters should be used without further modification on the test set (similar to MICCAI liver challenge in 2008). (In the pilot phase, individual participant integrity is relied on to enforce this policy.)
· Run your change analysis algorithm or CAD tool in your lab on the validation data.

· Report your change results in one of the required formats and send a Participation Agreement signed by your team leader to 3A leadership.

· 3A leadership will analyze the reported results, comparing them to the limited available ground truth as described in the Protocol. 3A leadership will provide Participants with individual analysis of their results. We will publish the results of the evaluation, without publicly identifying individual scores by Participant.

PRE-CONDITIONS
· A Profile exists and is associated with a body of clinical evidence sufficient to establish the performance of a class of compliant measurements for the biomarker.

FLOW OF EVENTS for Pilot Study
In this case there are two primary actors: the participant, and the honest broker:

1. Individual participant:

.1 Algorithms included in the imaging test for data and results interpretation must be pre-specified before the study data is analyzed. Participants will be provided a development set for any algorithm tuning, such development set to be comparable to the test set, but without any repeated use of the same data. Lung data is very different from liver, for example. Alteration of the algorithm to better fit the data is generally not acceptable and may invalidate a study. This should not be allowed.  If 3D editing is needed, that may be a measure of robustness of the semi-automated or automated segmentation algorithm.
.2 It needs to receive back performance data and supporting documentation capable of being incorporated into regulatory filings at its discretion.

2. 3A leadership:

.1 The honest broker needs means to archive data sets that may be selectively accessed according to specific clinical indications and that may be mapped to image quality standards that have been described as so-called “acceptable”, “target”, and “ideal”

.2 It needs to produce documentation regarding results inclusive of a charge-back mechanism to recover operational costs.

3. The development set will continued to be available but should be stable whereas    test sets may be refreshed with new cases for direct access by interested investigators for testing of new imaging software algorithms or clinical hypotheses. Future investigators will have access to the development set and test sets for additional studies.

4. Define services whereby the test set is indirectly accessible via the trusted broker.

POST-CONDITIONS

· Indication of whether the candidate implementation complies with the Profile (which in turn specifies the targeted performance with respect to clinical context for use).

3.2. Data Set
Data from 1A and 1B will be imported to create reference data sets that will be used.  One half of each will be identified as a development set with imagery available to participating organizations and to run a pilot, and the other half will be test for the pivotal study.
3.2.1. Import Data to form Reference Data Set
In this workflow, we utilize Reference Data Set Manager, a web-based digital repository tuned for medical and scientific datasets that provides a flexible data management facility, a search engine, and an online image viewer. 

Pre-conditionS
· Study design is complete

· Hosting model is determined 

WORK FLOW

MERGEFIELD Diagram.NotesThe activity consists of sub-activities, with data flows between them.

1. MERGEFIELD Element.NotesIdentify the data sets from 1A and 1B that will be used
2. Partition the data into development vs. test test set

3. Use the NBIA connector to import into the Reference Data Set Manager, creating 4 Reference Data Sets:

3.1. Development phantom set

3.2. Test phantom set

3.3. Development clinical change set

3.4. Test clinical change set
POST-CONDITIONS

· 4 Reference Data Sets have been created, two of which are externally visible and two of which are test.
3.2.2. Create Ground Truth Annotations and/or Manual Seed Points in Reference Data Set
Need seed points and ground truth.
Pre-conditionS
· An Reference Data Set has been assembled as one or more Reference Data Sets.

· Definition of what constitutes “ground truth” for the data set is established and has been checked as to its suitability for the experimental objective it will support.
WORK FLOW

1. The investigators define annotation instructions that specify in detail what the radiologist/reader should do with each type of reading task.

2. MERGEFIELD Element.NotesTrans-code imported data into Image Annotation Tool, manually cleaning up any data that cannot easily be trans-coded automatically.
3. MERGEFIELD Element.NotesCreate nominal ground truth annotations.? (This differs from ordinary reading tasks by removing any tool restrictions and by allowing the reader a lot more time to do the job right. It may entail presenting several expert markups for comparison, selection, or averaging.)
.1 The investigators assign reading tasks to radiologist/readers, placing a seed annotation in each task, producing worklists.  Shouldn’t the user define the seed locations themselves?
.2 The radiologist/readers prepare seed annotations for each of the qualifying biological features (e.g., tumors) in each of the cases, attaching the instructions to each seed annotation and assuring that the seed annotations are consistent with the instructions.

.3 The radiologist/readers annotates according to reference method (e.g., RECIST) (to allow comparative studies should that be within the objectives of the experimental on this Reference Data Set).

.4 Inspect and edit annotations, typically as XML, to associate them with other study data.
4. Record audit trail information needed to assure the validity of the study.
Post-conditionS
· The Reference Data Set has been annotated with properly defined and implemented “ground truth” and/or manual “seed points” as defined for the experimental purpose of the set.
3.3. Algorithms
Participants

· Academia

· Industrial vendors (for example possible vendors, according to the Volcano 2009 challenge could be: Siemens, Phipps, MeVis, Kitware, Definiens, Intio, VIA CAD etc…

Description/Classification of the algorithms: according to the grade of user intervention is needed (for example Volcano’09, A. P. Reeves et al):

· Totally automatic using seed points

· Limited parameter adjustment (on less than 15% of the cases)

· Moderate parameter adjustment (on less than 50% of the cases)

· Extensive parameter adjustment (more than 50% of the cases)

· Limited image/boundary modification (on less than 15% of the cases)

· Moderate image/boundary modification (on less than 50% of the cases)

· Extensive image/boundary modification (more than 15% of the cases)

Note: the categories above need to be rationalized with the Profile “Bulls eye” levels

The following sections describe workflows for Core Activities for Biomarker Development.
3.3.1. Set up Experimental Run ?? is this needed in the pilot, or only later?.
The Batch Analysis Service is an open-source, cross platform tool for batch processing large amounts of data. The Batch Analysis Service can process datasets either locally or on distributed systems. The Batch Analysis Service uses a scripting language with a specific semantic to define loops and conditions. The Batch Analysis Service provides a scripting interface to command line applications. The arguments of the command line executable can be wrapped automatically if the executable is able to produce a specific XML description of its command line arguments. Manual wrapping can also be performed using the “Application Harness” interface provided by The Batch Analysis Service.

The Batch Analysis Service allows users to upload scripts with the associated parameters description directly into the Reference Data Set Manager. Thus, when a user decides to process a Reference Data Set using a given Batch Analysis Service script, the Reference Data Set Manager automatically parse the parameter description and generate an HTML page. The HTML page provides an easy way to enter tuning parameters for the given algorithm and once the user has specified the parameters, the Batch Analysis Service configuration file is generated and the script is run on the selected Reference Data Set(s). This flexibility allows sharing Processing Pipelines easily between organizations, since the Batch Analysis Service script is describing the pipeline.

Pre-conditionS
· In cases where the experimental objective requires a physical or digital phantom, such is available.
WORK FLOW

1. Support both of the following:

.1 The user will implement the Application Harness API to interface a candidate biomarker implementation to the Batch Analysis Service.

.2 Alternatively, the reference implementation for the given biomarker will be utilized.
2. MERGEFIELD Element.NotesBased on the pipeline definition, describe the experimental run to include, for example, set up for image readers so as to guide the user through the task, and save the results.

.1 It could, for example, create an observation for each tumor, each in a different color. Or, one tumor per session. Depends on experiment design. This activity also tailors the order in which the steps of the reading task may be performed.

.2 Design an experiment-specific tumor identification scheme and install it in the tumor identification function in the task form preparation tool.
.3 MERGEFIELD Element.NotesDefine the types of observations, characteristics, and modifiers to be collected in each reading session and program them into the constrained-vocabulary menus. (May be only done in ground truth annotations in early phases.)
.4 MERGEFIELD Element.NotesDetermine whether it will be totally algorithmic or will have manual steps.  There are a number of reasons for manual steps, including for example if an acquisition is needed, whether the reader chooses his/her own seed stroke, whether manual improvements are permitted after the algorithm has made the attempt, or combinations of these. Allow for manual, semi-automatic, and automatic annotation. 
.5 Specify the sequence of steps that the reader is expected to perform on each type of reading task for data in the Reference Data Set(s).
3. Customize the analysis tool.
.1 Add the measures, summary statistics, outlier analyses, plot types, and other statistical methods needed for the specific study design.
.2 Load statistical methods into analysis tool
.3 Configure presentation of longitudinal data

.4 Customize outlier analysis

.5 MERGEFIELD Element.NotesConfigure the report generator to tailor the formats of exported data views. The report generator exports data views to files according to a run-time-configured list of the data views that should be included in the report.

4. Install databases and tools as needed at each site, loading the databases with initial data. This includes installing image databases at all actor sites, installing clinical report databases at all clinical sites, and installing annotation databases at Reader, Statistician, and PI sites.
5. Represent the Processing Pipeline so that it may be easily shared between organizations. 

Post-conditionS
· One or more Processing Pipeline scripts are defined and may be executed on one or more Reference Data Sets.
3.3.2. Execute Experimental Run?? is this needed in the pilot, or only later?.
Once the Processing Pipeline script is written, the Batch Analysis Service can run the script locally or across distributed processing jobs expressed as a directed-acyclic graph (DAG). When distributing jobs, the Batch Analysis Service first creates the appropriate DAG based on the current input script. By default, the Batch Analysis Service performs a loop unrolling and considers each scope within the loop as a different job which may ultimately be distributed on different nodes. This allows distributing independent jobs automatically (as long as each iteration is considered independent). The Batch Analysis Service also provides a way for the user to specify if a loop should be executed sequentially instead of in parallel. Before launching the script (or jobs) on the grid, the user can visualize the DAG to make sure it is correct. Then, when running the job, the user can monitor the process of each job distributed with the Batch Analysis Service. 

The Biomarker Evaluation GUI provides online monitoring of the grid processing in real time. Results of the processing at each node of the grid are instantly transferred back to the Biomarker Evaluation GUI and can be used to generate dashboard for batch processing. It permits to quickly check the validity of the processing by comparing the results with known baselines. Each row of the dashboard corresponds to a particular processing stage and is reported in red color if the result does not meet the validation criterion.

Pre-conditionS
· A Processing Pipeline script is defined and/or conceived that may be executed on one or more Reference Data Sets.
· One or more Reference Data Set(s) have been assembled and/or conceived for batch analysis.

· “Ground truth”, “gold standard”, and/or “manual seed points” have been created.
WORK FLOW

1. Create electronic task forms for each of the manual tasks (e.g., acquisition or reading) to be analyzed in the study.
2. Fully-automated methods can just run at native compute speed. For semi-automated methods:

.1 MERGEFIELD Element.NotesAssign each task form to one or more human participants, organizing the assignments into worklists that could specify, for example, when each task is performed and how many tasks are performed in one session.

3. Upload Processing Pipelines and run them on selected Reference Data Sets. 

.1 Translate to a grid job description and sent to the distributed computing environment along with the input datasets. 

.2 Integrate input data and parameters, processing tools and validation results. 

.3 For semi-automated methods which require a “user in-the-loop”, the manual process will be performed beforehand and manual parameters will be passed to the system via XML files (e.g., seed points) without any disruption of the batch processing workflow.

.4 Automatically collect the parameters, data and results during each stage of the Processing Pipeline and stores the results in the database for further analysis. 

.5 Develop an interface to the statistical packages and the evaluation system. When generating a distributed computing jobs list, ensure that the post-processing information (values and datasets) are collected and a post-processing package is created and sent via REST protocol. 

.6 Record all the input parameters, machine specification, input datasets and final results and stores them in database. At the end of the experiment, be able to access the processed data and visualize the results via web interface. 

.7 Provide a scripting interface to any command line applications. 

.8 Perform a loop unrolling and consider each scope within the loop as a different job, which will be ultimately distributed on different nodes. 

.9 From a single script, translate a complete workflow to a set of job requirements for different grid engines. 

.10 Run command line executables associated with a description of the expected command line parameters. This pre-processing step is completely transparent to the user. 

4. Provide online monitoring of the grid processing in real time. 

5. Generate result dashboards. A dashboard allows one to quickly validate a processing task by comparing the results with known baselines. A dashboard is a table showing the results of an experiment. 
6. Record audit trail information needed to assure the validity of the study.
Post-conditionS
· Results are available for analysis.
3.4. Analysis

Explain the analysis by starting with, and extending from, the 1A and 1B analyses.  
Pre-conditionS
· Results are available for analysis.
WORK FLOW

1. The following comparisons of markups can be made:
.1 Analyze statistical variability

.2 Measurements of agreement

.3 User-defined calculations

.4 Correlate tumor change with clinical indicators

.5 Calculate regression analysis

.6 Calculate factor analysis

.7 Calculate ANOVA
.8 Calculate outliers
2. Estimate the confidence intervals on tumor measurements due to the selected independent variables, as measured by validated volume difference measures.
3.  MERGEFIELD Element.NotesPost-conditionS
· Analyses are performed.
3.5. Results
Explain ...  
Pre-conditionS
· Analysis has been performed.
WORK FLOW

1. MERGEFIELD Element.NotesReview statistics results to uncover promising hypotheses about the data. Typical methods include: Box plot, Histogram, Multi-vari chart, Run chart, Pareto chart, Scatter plot, Stem-and-leaf plot, Odds ratio, Chi-square, Median polish, or Venn diagrams.
2. MERGEFIELD Element.NotesProvide review capability to user for all calculated items and plots

3. Drill-down interesting cases, e.g., outlying sub-distributions, compare readers on hard tumors, etc.
Post-conditionS
· Each participant has to be informed (only the own algorithm results)

· Publication of the results (all participants)

· Using the results for the QIBA protocol: knowledge exploitation for the QIBA Profile
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